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Abstract 

 

 As the public and private transportation system increases, there is an urgent need of an Automatic License Plate Recognition 

(ALPR) system. ALPR system is equipped with many intelligent surveillance systems like road traffic management, security 

management and automatic toll collection system, etc. The basic steps in ALPR were accurate localization of number plate and 

recognition of license plate characters, which bears on the overall system accuracy. A license plate detection method was 

produced to find number plates from a live snap shots of a video stream showing the movement of all the vehicles in various 

conditions such as, non-uniform illumination, vehicle speed, background and foreground color, different weather condition, 

occlusion within image, etc. In this composition, the detection of a license plate from an image, stroke width transform was 

applied and been simulated on live snapshots. The artificial neural network based character and number recognition was applied 

on the detected license plate. The proposed algorithm gives 98% of license plate detection accuracy and 92.7% of number plate 
recognition accuracy. 
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1. Introduction 
 

This paper addresses the issue of Automatic License Plate 

Recognition (ALPR) system. The raising increment of 
contemporary urban and National Street arranges throughout 

the most recent three decades arose the need of proficient 

observing and administration of road traffic. 

 

License plate is a unique identifier of any vehicle and it is 

attached to vehicle for official identification purpose. Recent 

license plates in India have many high security features added 

in that. Many techniques are investigated by different 

researchers on license plate segmentation and registration. 

LPR is a challenging area of research because of its variety of 

applications. It can be used for automatic toll collection, in the 
parking lot for automatic ticketing, for vehicle tracking during 

violation of traffic signal and for security control.   

 

For License Plate (LP) detection, Stroke Width Transform 

(SWT) was used, Connected Components were used for 

Segmentation and Artificial Neural Network (ANN) was used 

for LP Recognition.  

 

    ANN is used to find out the best probable region/group 

under which the subject for recognition needs to place. 

Usually ANN is widely used in recognition purpose where 

difficulties/ complexity need to be less. Many ANN 

algorithms are available but for the particular application, one 

has to make a decision based on the outcomes best suit for 

itself. Training can be done by providing the feature vector to 

the network neurons with number of fields in which one have 

to distinguish the data. Number of input neurons is same as 
the features extracted and the output neurons are the number 

of fields in which ANN will classify the data. Middle layer 

can have a number of neurons higher or lesser then the input 

layers.   

 

 One has to make the choice on number of neurons for 

middle layer based on the outcomes. Middle layer can't have 

the neurons more than the double of input layer neurons. If 

the number of features are extracted not enough to classify 

the data set then one have to make a wise decision on 

selecting the feature set. Middle layer usually have slop on 

training function where as output layer with the linear 
training function gives better output as it truncate output to 

specific range.  
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2. Related Work  
 

There are several methods used for license plate detection 

such as edge extraction, morphological operations, saliency 

features, Hough transform, Histogram analysis, fuzzy based or 

neural network based for color or grayscale classification. 

Edge extraction methods are faster than other methods but it is 

very sensitive to unwanted edges which are generated from 

the region around licenses plate. Hough transform method is 

used for line detection, so it is applicable where the image is 

having large plate area where we can get the shape of license 

plate defined by lines. But still it requires large memory space 

for the coordinates and also requires high computation time. 
Histogram analysis cannot be applicable where the license 

plate is having tilt or pan. Morphological operations are not 

applicable where image is noisy and will require large time. 

License plate localization is very important step which 

provides only LP region from the input image.  

 

Feature extraction for an offline license plate recognition 

system based on global features is suggested by Mohindra and 

Shukla [1]. They have tested their algorithm on 100 real time 

images captured at different times in a day. They have used 

edge detection method, connected component analysis and 
discrete radon transform method for image segmentation. The 

efficiency of recognizing each character is 95 % and total time 

taken for one image recognition is 15 seconds.   

 

Edge finding method and window filtering is suggested by 

Kranthi et al. [2]. Edge finding method is not giving 

significant output when image is having complex background 

because it is very sensitive to unwanted edges. So windowing 

method where intensity summation in horizontal and vertical 

direction is calculated that will provide proper detection of 

license plate. For object enhancement they have used scale 

down, sorting of intensity pixel and then multiplication of top 
20 % pixel by 2.55, which provide better result compared to 

histogram equalization technique.  

 

Abbas et al. [3] suggested vertical edge based car license 

plate detection method. For low resolution image of size 352 * 

288, in which they have used adaptive thresholding technique 

followed by vertical edge detection using 2 * 4 mask and 

proved that its performance is faster (47.7 ms) than the sobel 

and getting 91.4 % correct detection. Advantages are like able 

to process low resolution image and with complex 

background, tolerance to lighting, tilt, varied sizes and designs 
of LPs. But their algorithm is highly complex.   

 

Adaptive thresholding using the integral image described by 

Bradley and Roth [4], this type of thresholding is suitable in 

spatial variations in illumination. Integral image is summation 

of corresponding row and column and then different local 

threshold is calculated based on neighboring pixel values. It is 

highly robust when illumination changes occur in the image. 

Nipa et al. [6] proposed a case where LP’s are captured at 
an angle, in that skew correction is required and Harris corner 

detection is used to find features of license plate. For Harris 

corner detection thresholding, gradient, Gaussian smoothing 

and non maxima suppression is applied. Principle component 

analysis is used to extract only the meaningful data. It consists 

of mean, covariance matrix, Eigen value and Eigen vector 

calculation, finding maximum Eigen value and then 

corresponding Eigen vector is to be determined. Their 

algorithm works well for both positive and negative skewed 

images with less computation complexity. But the distance 

between camera and license plate image is very less.  

 
Intrinsic rules saliency is used for automatic license plate 

localization by Paunwala and Patnaik [8]. Firstly, candidate 

region identification using adaptive edge density and 

connected component analysis is done, then three functions 

are determined, one is density variance measurement for 

uniformity check, second is scan line variance for 

measurement of transition variance and third is edge angle 

analysis for identification of skewed text region. From these 

three functions, final F is calculated and if value of F is higher 

than some predefined threshold then it is considered as LP 

otherwise it is discarded. They got robust result on a mixed 
data set with high diversity. This method has advantages like 

detection box have high precision and it is independent of LP 

style, scaling, rotation and partial occlusion.  

 

Epshtein et al. [11] discovered new algorithm for text 

detection using stroke width transform, in which edge 

detection, stroke width calculation, finding letter region, 

filtering and combining words are the steps followed for text 

detection in natural image. This algorithm is suitable for 

handwritten text detection, for the text varying in size, 

different language text and for the text having different 

orientation. Limitation of this algorithm is when the letters are 
very small and close to each other then in will be group 

together in stroke width labeling phase. 

 

To detect text, Jin Lee [12] proposed an effective machine 

learning based algorithm for classifying two or more classes 

known as Adaboost. This algorithm constructs a strong 

classifier from a combination of weak classifiers. They have 

used 6 types of feature sets that are variance and expectation 

of XY derivatives, local energy of Gabor filter, statistical 

texture measure of image histogram, measurement of variance 

of wavelet coefficient, edge detection and edge interval 
calculation and connected component analysis. There are 

several boosting algorithms which will improve performance 

of Adaboost like real Adaboost, Gentle Adaboost and Modest 

Adaboost and performance of these methods are compared in 

terms of precision, recall and f-measure. Precision is the 

performance metrics – the fraction of text window which are 

correctly classified as text. Recall – the fraction of all text 

windows which are correctly identified and f – measure is the 
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harmonic mean of the precision and recall. For best 
performance, precision, recall and f-measure should be one.  

 

License Plate detection algorithm using statistical features 

and LP templates are proposed by Kim et al. [13]. First, the 

entire image is searched and candidate areas based on the 

gradient features are located, the statistical features are 

calculated for region of interest (ROI), the candidates are 

examined to verify whether it contains LP and then LP 

templates are matched with ROI. Limitation of this algorithm 

is that it is difficult to construct general LP templates and it 

can work on a fixed scale.  

 
Naito et al. [14] suggested Japanese license plate 

recognition method for passing vehicles under outside 

environment. They have used adaptive binarization, extraction 

of character region, hypothesis generation of registration 

numbers and then template matching for each hypothesis. 

Their algorithm is very efficient and able to process rotated 

and low contrast images. But the limitation of this method is 

license plate size should be fixed.  

 

Text detection using Stroke Width Transform (SWT) has 

been suggested by Epshtein et al. [11]. SWT is a novel image 
operator to find out stroke width for each image pixel. The 

work presented in this paper gives good results for text 

detection in natural images. The speed of execution is also fast 

than the previously published techniques. The method is 

robust to a wide range of imaging conditions, such as color 

noise, blur, occlusions, etc.  

 

Kocer and Cevik [22] proposed Artificial Neural Networks 

(ANN) based vehicle license plate recognition. They have 

used canny operator and edge strength for localization of 

license plate. Contrast extension, median filtering and blob 

coloring method have been used for segmentation of 
characters and finally feature extraction and classification is 

done by using ANN.  

 

3. Proposed System  

 

A license plate is the special characteristic for 

distinguishing number of vehicles. The fundamental issues 

progressively license plate recognition are the exactness and 

the recognition speed.  

 

Nature of calculations utilized as a part of a license plate 
finder decides the pace and precision of the license plate 

identification. Figure 1 shows block diagram of proposed 

system which includes Capture and LP detection, 

Segmentation of Characters and Recognition.  

 
Figure 1. Block diagram of Proposed System 

 

Real-time implementation of an Algorithm to evaluate the 

performance of an algorithm in real time without storing data 

on local drive, live streaming of a video data from an IP 
camera needs to be accessed. Once we get image, SWT is 

applied. 

 

SWT is a novel image operator that will find a stroke width 

for each pixel. This operator is local and data dependent 

which makes it fast and robust. It is able to detect text 

regardless of its scale, direction, font and language.  

 

3.1 Stroke Width Transform 

 

3.1.1 Stroke Width: The SWT is a local operator which 
computes width of the stroke. The output of the SWT is an 

image of size same as input image where each element 

contains the width of the stroke associated with the pixel.  

 

 
Figure 2. (a) A typical Stroke (b) Canny edge detection (c) 

Stroke width  (courtesy: Epshtein et al. [11]) 

 

Figure 2 shows a typical stroke. The pixels of the stroke in 

this are darker than the background pixels. After edge 

Capture and LP 
Detection 

• Read the IP camera of 
Android device 

• Take Shot from live 
streaming  

• convert input image 
into an intensity 
image 

• Apply SWT

• edge detection 
• SWT

• find Letter 
candidates

• filtering 
• Text line 

Aggreation 

• word detection and 
mask 

• Adaptive 
Thresholding 

Segmentation of 
Characters 

• Morphological 
Oprations 

• connected 
component analysis

• pixel count (PC)
• Aspect Ratio (AR) 

• Height (H)

• segment each 
character  based on 
soft threshold for PC, 
AR and H. 

Recognition 

• Artificial Neural 
Network (ANN)

• resize to template 
size

• extract features 
• make 1 D array 

• neural network

• recognized output 
• convert output 

class to numeral 

• Data Log creation  
and storage in Excel 
file
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detection, for any ‘p’ pixel on the boundary of the stroke, 
searching in the direction of the gradient at ‘p’, directs to find 

‘q’ which is the corresponding pixel on the other side of the 

stroke and storing the width. Each pixel will assign by the 

minimum width of the stroke.  

 

The image gradient is a directional change of intensity in 

an image. It is a measure of image changes and provides 

magnitude and direction.  

 

For a image f(x,y) the gradient of f at coordinates (x,y) is 

defined as the two dimensional column vector as mentioned 

in equation 1.  
 

∇ 𝑓 = 𝑔𝑟𝑎𝑑(𝑓) =  [
𝑔𝑥

𝑔𝑦
] =  

[
 
 
 
𝜕𝑓

𝜕𝑥
𝜕𝑓

𝜕𝑦]
 
 
 

                                        (1)  

 

Magnitude M(x, y) and angle (x, y) is described by 

equation 2 and 3 respectively. Magnitude tells us how quickly 

image is changing while direction tells us the direction in 

which the image is changing most rapidly. 

 

𝑀(𝑥, 𝑦) = 𝑚𝑎𝑔(∇ 𝑓) = √𝑔𝑥
2 + 𝑔𝑦

2                                    (2) 

 

𝜃(𝑥, 𝑦) =  tan−1
𝑔𝑦

𝑔𝑥

                                                                (3)  

 

The initial value of each element of the SWT is set to . 

First compute edges and then find out gradient direction of 

each pixel ‘p’ as shown in fig. 3(b). If ‘p’ lies on a stroke 

boundary then traverse in the gradient direction until another 

edge pixel q is found.  

 

3.1.2 Finding Letter Candidates: The output of the previous 
step is an image where each pixel contains the width of the 

most likely stroke. The next step is to identify letter 

candidates from the stroke width image. Two neighboring 

pixels may be grouped together it they have similar stroke 

width. Connected component labeling can be used for binary 

image but here input is not binary so modified method should 

be used. Group two neighboring pixels if their SWT ratio is 

lower than 3. This rule guarantees that strokes with smoothly 

varying widths can be grouped together. 

 

3.1.3 Word Detection: The next step is to group letters. 
Generally, license plate consists of 8 to 10 characters which 

can be grouped together and it is very significant filtering 

mechanism which will remove randomly scattered noise. For 

this step, height ratio, the distance between letters and 

average colors parameters are optimized based on the 

performance of training data set.  

 

3.1.4: Adaptive Thresholding: Adaptive thresholding is 
applied to achieve better thresholding other than the 

traditional Otsu method. A local window of size 10 X 10 is 

used for thresholding. Local mean within the window is 

utilized to set the threshold at particular instance. Adaptive 

threshold is one type of soft threshold so that the result of 

different input data doesn’t affect much on output side.  

 

Adaptive thresholding result can have some extra 

unnecessary noise parts / spurs. Unwanted parts need to be 

removed for smooth and fast processing when forwarded for 

the segmentation stage.  

 
3.2 Connected Component Analysis : An integrated approach 

based on connected components region properties was 

applied for segmentation of LP characters. Pixel labeling, 

Aspect ratio (AR), Pixel Count (PC), area and height 

parameters for each connected component was used.  

 

3.2.1: Labeling : Labeling of each connected pixel was done 

based on 8 - connectivity. Each different part was labeled 

differently.  

 

3.2.2: Aspect Ratio (AR): It is one of the controlling 
parameter to distinguish LP character from noise/ non 

character region. Region which not falls under AR range was 

not used for further processing.  

 

3.2.3: Ratio of Pixel Count (PC) / Area: The parameter Area 

of a labeled region was computed based on its bounding box 

parameters.  The PC was computed for each labeled region. 

For each region the ratio of PC by area was used for selection 

of LP character. Upper and lower bound of area was decided 

based on the properties extracted from CC.  

 

3.2.4: Height(H): It’s easier to eliminate the noisy/ non 
character region by simply considering the height parameter 

and height greater than the soft threshold will be eliminated.  

 

3.3 Character Recognition: Artificial Neural Network (ANN) 

had been used to recognize the segmented characters. 

Levenberg-Marquardt algorithm (LMA) had been used as it 

gives the best match for weighting the neurons during the 

training period.  

 

The steps needed for segmented character recognition are as 

follows.  
 

1. Create the data set which needs to be classified: 

numeral as well as characters have been generated of 

particular size (42 X 24) and stored locally on 

computer. For better recognition, distorted and/or a 

bit noisy extra characters or numbers are also added.  

2. Extract the features: Features are useful parameters to 

distinguish desired object from others. Features like 

area, perimeter, Euler number, eccentricity, 
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orientation, length of line, cross section etc. had been 
used.  

3. Train the ANN for all the features extracted from the 

data set. Total 242 input data set images were used.  

4. Network is checked against the testing data base. 

Total 38 images were used for testing purpose.  

Result of testing with the ANN network into the 

notepad for instant reference and into the excel file 

for creation of log.  

 

4. Results and Discussion  

 

The ALPR algorithm for live snapshots of stream video file 
was implemented on a system with 64 bit OS, x64 based 

processor @ 1.80 G Hz, RAM 4 GB using MATLAB. The 

RGB image captured through Android phone Samsung Note 

3 with pixel resolution 1080 X 1920 was used as an input 

image. The Android app IP Webcam was used for capturing 

the snaps from live streaming. The Android phone used as a 

camera for ALPR system was mounted on entrance of college 

premises. Fig. 3, 4, 5, 6, 7, 8 and 9 shows the process flow of 

the proposed algorithm. Fig. 11shows the notepad output of 

the input tested image which gives exact recognition. 

 

 
Figure 3. Input Image 

 

Figure 4. Canny Edge Detection 

 
Figure 5.  Stroke Width 

 

 
Figure 6. Labeling and Letter Candidate 

 

Figure 7. License Plate Detection 
 

 
Figure 8. License Plate Segmentation 



International Journal of Darshan Institute on Engineering Research and Emerging Technologies 

Vol. 7, No. 2, 2018, pp. 08- 16 

 

 

13 

 

Figure 9. Segmented Characters 

 

 
Figure 10. License Plate Recognition 

 

Result of implementation of ALPR system on another case 

presented in following section. The subsequent images are as 

per the process flow.  

 

 
Figure 11. Input Image 

 

 
Figure 12. License Plate Detection  

 

 
Figure 13. License Plate Segmentation 

 

             
Figure 14. Segmented Characters 

 

 
Figure 15. License Plate Recognition 

 

5. Performance Analysis 

 

Template matching based recognition has been 

implemented but it is not sufficient to recognize words from 

LP. Many nearer matched characters like, (5-S), (G-Q), (1-I) 

etc. can be miss recognized in different scenario. So to 

improve accuracy of the system and to avoid miss recognition 

ANN can be used. Time required to train ANN network is 15 
minutes and 15 seconds. Figure 18 shows the structure of the 

network.  Input data having total 86 node whereas hidden 

layer consist of 120 layers with logsig function for 

distribution. Output layer have total 17 classified classes by 

using tansig used during training. Once the network had 

trained with large dataset of around 300 characters, it is been 

tested and matched up-to to the higher accuracy level. The 

result of recognition can be seen in the Fig. 10 and 15. LP 

from the detected image had been successfully recognized. 

Once that completed, output was stored in excel file as well 

as text file.  
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Figure 16. Training State 

 
Figure 17. Performance 

 
Figure 18. Structure of the network and Training 

procedure 

 

 
Figure 19. Regression 

 

 
Figure 20. Confusion Matrix 

 

Conclusion   

 

With the help of SWT based LP detection method gives 

effective localization of License plates for different kind of 

images. An integrated approach give better segmentation 

result in dynamic condition.  An algorithm for Automatic 
License Plate Recognition system has been developed for 

college premises successfully for live streaming data. 

Vehicles are detected effectively and Data-Log of license 

plate has been generated successfully by taking care of most 

of constraints at college premises. Compelling results are 

gotten for images having diverse difficulties for example, 

broken number plate, number plate in night mode, distinctive 

illumination conditions and motion variations so forth. The 
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experimental results shows good accuracy compared to other 
methods suggested in literature.  
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